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ABSTRACT
Providing accurate and actionable advice about phishing emails is
challenging. The majority of advice is generic and hard to imple-
ment. Phishing emails that pass through filters and land in user
inboxes are usually sophisticated and exploit differences between
how humans and computers interpret emails. Therefore, users need
accurate and relevant guidance to take the right action. This study
investigates the effectiveness of guidance based on features ex-
tracted from emails, which even in AI-driven systems can some-
times be inaccurate, leading to poor advice. We examined three
conditions: control (generic advice), perfect advice, and realistic
advice, through an online survey of 489 participants on Prolific, and
measured user accuracy and confidence in phishing detection with
and without guidance. Our findings indicate that having advice spe-
cific to the email is more effective than generic guidance (control).
Inaccuracies in the guidance can also impact user decisions and
reduce detection accuracy.

CCS CONCEPTS
• Security and privacy → Phishing; Usability in security and
privacy; • Human-centered computing→ User studies.
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1 INTRODUCTION
Phishing is a cyber-attack where criminals send deceptive mes-
sages to individuals, posing as legitimate sources, in order to obtain
sensitive information or distribute malware, while the majority of
such messages are automatically detected and deleted, some reach
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users who must decide if they are phishing or benign. Email is
the most common method used for phishing attacks [84], making
it crucial to provide users with guidance on identifying phishing
emails. Existing email guidance systems are often either generic
or automated. Generic systems provide the same guidance regard-
less of the specific email [5, 72, 92], while automated systems use
methods such as blacklists of phishing domains or AI-based analy-
sis [12, 44, 62, 64, 87]. Past research has focused on the impact of
education [57], browser-based warnings [3, 28, 94], and URL warn-
ings [6, 64], with limited exploration of automated email analysis for
guidance. There has been little examination of the impact of inaccu-
rate information in guidance systems on human decision-making.
This research addresses this gap through an online experiment com-
paring a hypothetical Perfect email analysis report to a generic
Control guidance and a Realistic report containing occasional
inaccuracies and errors.

According to Egress’s 2024 Email Security Risk Report [32], “96%
of surveyed organizations experienced negative impacts from phish-
ing attacks.” Additionally, 58% of organizations fell victim to account
takeover attacks, with 79% of these originating from a phishing
email and 83% bypassing multi-factor authentication. Hence, phish-
ing is a major concern for organizations. To combat these attacks,
it’s crucial for organizations to implement multi-layered security
measures [20, 60]. In other words, one solution is not enough. It is
recommended to use a set of solutions including automatic detec-
tion, training, and a robust phishing report workflow that enables
fast reaction to phishing attacks.

Automated phishing detection and filtering is very effective
though not perfect. Prior research has developed advanced al-
gorithms, rule-based filters, and blocked domain lists [8, 35, 46];
however, phishing emails still manage to evade defences and end
up in users’ inboxes. Attackers constantly change their tactics
creating increasingly sophisticated and personalized phishing at-
tacks. As a result, the final responsibility for phishing identification
rests with end-users, and their judgements (e.g. phish or benign)
can have significant consequences for other users and their or-
ganization [36, 39, 65]. Educating users to recognise and report
phishing emails is essential for both personal protection and or-
ganizational security. Considerable research has been dedicated
to creating tools to assist users in this critical activity, including
security and phishing-specific training tools that gamify decision-
making [19, 76], as well as contextual warnings to inform the
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user [41, 44]. In current systems, if users need help assessing an
email, theymust report it and ask for advice, which is not ideal. First,
the reporting process often takes time or may not yield a response
at all [5]. Second, research indicates that users tend to not report
phishing due to a lack of confidence in their ability to identify legit-
imate phish [50]. Third, many organizations utilize an auto-reply
system containing lengthy and generic information about phishing,
along with standard advice and a promise of follow-up which may
never happen. This approach may not inspire confidence in the
system as users receive the same response for every email.

A possible solution is to have a system that can provide in-the-
moment contextual guidance or advice to users. Recent advance-
ments in artificial intelligence (AI), especially in machine learning
and natural language processing, have created the opportunity to
develop automated guidance tools that can assist users in leveraging
their contextual information effectively. AI provides an opportu-
nity to replicate some of the approaches human experts use to
identify phishing and therefore create more tailored guidance and
recommendations for users [44, 62, 69]. These works have focused
on the technical aspects of such systems like which computer-
focused features are needed [69, 79] or methodology approaches
like LLMs [44, 62, 71]. How to best inform the user of the outcome
of such technical analysis in a way that supports their decision-
making process has been less well studied [42] though interesting
user interface ideas have been proposed [41].

A significant challenge when implementing AI-based systems
for phishing guidance is the potential impact of uncertainty in AI-
generated suggestions or predictions. Especially in a space where
the attacker is likely designing communications with the goal of
deceiving AI filters. Current approaches often rely on disclaimers
such as, "ChatGPT can make mistakes. Check important info,"1
which serve more as legal safeguards than meaningful guidance
for users. Perceived inaccuracies can also undermine user confi-
dence in the system [22, 27, 47]. A key contribution of this work
is the exploration of the impact of showing users AI-drawn con-
clusions which have a probability attached to them, along with
the key features used to draw that conclusion. The findings from
this study provide crucial insights that should guide the technical
development of these tools, ensuring they are both effective and
user-friendly. Additionally, this work offers valuable information
for organizations and security platforms considering the adoption
of such tools, helping them understand the potential benefits and
drawbacks.

In this study, we evaluate the impact of an automated analysis
report on an individual’s ability to detect phishing emails, as well as
their confidence. We focus on the benefits of tailored, email-specific
analysis compared to the commonly used generic guidance, and we
also examine how incorrect conclusions in the automated analysis
influence user decision-making. We conducted an online experi-
ment with 489 users to examine how their phishing identification
and confidence changes with the introduction of 1) generic guid-
ance (Control), 2) automatic accurate feedback (Perfect), and 3)
automatic feedback with some incorrect conclusions (Realistic).
Our research questions are:

1https://chatgpt.com/ Accessed Dec 4, 2024.

RQ1: Towhat extent does having on-demand in-the-moment phish-
ing guidance impact users’ accuracy and confidence in iden-
tifying phishing emails?

RQ2: To what extent does tailored email analysis influence users’
accuracy and confidence in distinguishing phishing from
benign emails, compared to generic advice?

RQ3: To what extent does the accuracy of tailored email analysis
and presented facts impact the user’s assessment of an email
being phishing or benign?

We find that providing accurate and contextual guidance helps
participants better identify whether emails are phishing or benign.
Guidance with some inaccuracies still led to some improvement
compared to providing no guidance at all. Initially, users had more
trouble identifying benign emails correctly when they had no guid-
ance, but once they had access to contextual guidance, their ac-
curacy in identifying benign emails improved. In general, access
to contextual guidance helped improve both accuracy and confi-
dence. However, some inaccuracies in the guidance led to reduced
accuracy and confidence. Offering users contextual reports seems
promising for increasing user accuracy in identifying potential
phishing attempts as well as boosting their confidence in deciding
on the safety of an email.

2 BACKGROUND AND RELATEDWORK
In this section, we begin by addressing the importance of phish-
ing reporting and the crucial role users and training play in this
process. We will then explore various features commonly used for
user guidance, the differences in perspectives between expert and
non-expert users, and the necessity for automated email analysis
systems.

2.1 Phishing Reporting
Phishing reporting is the process through which users identify
and flag suspicious emails to alert the appropriate organizations
or authorities [5, 51]. This practice is essential in cybersecurity, as
it enables IT staff to quickly recognize ongoing attacks, mitigate
threats in real-time, and block compromised accounts and incoming
emails [14, 15, 24, 26, 45, 50, 78]. Researchers have sought to un-
derstand the factors that lead users to report [24, 45, 56], as well as
those that discourage them from reporting incidents [26]. Although
some users report emails just to verify their legitimacy [14, 15], re-
porting rates are still suboptimal. This is largely due to fears of the
consequences of misreporting, lack of trust in IT [50], and unclear
reporting mechanisms [50, 78]. One way to improve reporting rates
is to train users to recognize phishing emails [10, 21].

2.2 AI-Assisted Phishing Detection
Phishing is particularly challenging because attackers constantly
adjust their tactics to bypass security filters, ensuring that malicious
emails often end up in users’ inboxes. They often design emails that
present one context to the automated filters and a different one to
the recipient. This puts the responsibility on users to make the final
decision on whether the email is legitimate or malicious, a task that
carries serious consequences if mishandled, such as data breaches
or financial loss. However, not all users are good at identifying
phishing and often require guidance to make the right decision.

https://chatgpt.com/
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An email in an inbox has passed through security filters and likely
checked for authentication fails, against blacklisted domains, and
passed these checks. However, even the most advanced phishing
emails that manage to evade filters and checklists are often caught
by experienced security experts. These experts utilize a combina-
tion of technical and contextual indicators to identify and make
a decision [91, 93]. For example, consider an email that appears
to come from a well-known brand. While a person might notice
that the email’s sender domain and URLs do not align with the
brand’s official site, a computer can analyze the text and the sender,
without drawing this conclusion. If an AI system could replicate
this thought process and present such contextual details, it would
be much easier to guide users toward the correct decision [69, 71].
Such AI-assisted decision-making would combine the individual
strengths of humans and the AI to optimize the outcome [96] and
could be very crucial to improving phishing reporting rates.

2.3 Real-time Tailored User Assistance
A significant factor contributing to the success of phishing attacks
is the inability of users to identify phishing emails, either due to a
lack of attentiveness or expertise. The issue of inattention is usu-
ally addressed through the use of security warnings, commonly in
the form of browser-based or banner warnings. Browser warnings
typically appear after a user has already clicked on a link, which
may sometimes be too late [3, 28, 34, 95]. On the other hand, ban-
ner warnings alert users to the potentially suspicious nature of an
email as soon as it is opened. However, these warnings often fail to
explain specific suspicious elements, placing additional responsi-
bility on the user. Petelka et al. [64] found that warnings focused
on links reduce phishing click-through rates compared to banner
warnings, with forced attention warnings being the most effective.
However, as organizations receive emails from various domains
and phishers increasingly employ URL obfuscation techniques such
as redirection [6] and shortening [52, 55], relying solely on URLs is
insufficient [77].

To address the lack of knowledge problem, user training is the
recommended approach [38, 58]. Training delivery methods can
be classified into persistent (or embedded training) and standalone
methods. Standalone methods can be further defined by the degree
of user engagement, such as passive (written training materials
and educational videos) or interactive (e-learning and educational
games) [43, 58]. However, the effectiveness of training on its own
tends to diminish after a few months, as indicated by various stud-
ies [68]. Employee training is often provided up-front [67] or after
an employee falls for mock phishing [49] and is not always effective,
especially for non-expert users with little technical experience. Par-
sons et al. [63] studied the key cues that users utilize to differentiate
between phishing and genuine emails and found that participants
often use poor indicators of legitimacy, highlighting the need for
targeted education and training in recognizing phishing threats. In
their proposed Phishing Susceptibility Model, Zhuo et al. [97] define
three temporal stages that explain human vulnerability to phishing
attacks. One of their key findings is the research gap around the
effectiveness of in-the-moment assistant tools. Another important
aspect of an efficient guidance tool is to create well-tailored con-
textual advice [29, 36, 41, 74]. Franz et al. [36] highlighted a gap in

the literature regarding tailored user interventions for preventing
phishing attacks. They advocate that using tailored advice instead
of one-size-fits-all interventions will enhance such systems. To ad-
dress this issue, Jenkins et al. [41] propose the idea for a phishing-
advice tool, PhishEd, to provide quick and accurate support to those
who report phishing attempts. However, their poster does not in-
clude any implementation or evaluation details. Kashapov et al. [44]
utilized transformer-based machine learning models to examine
potential psychological triggers, identify potential malicious intent,
and generate concise summaries of emails. Their goal was to help
users determine if an email is suspicious and also learn about more
advanced malicious patterns. The study yielded promising results,
and the researchers suggest further investigation through user stud-
ies and objective experimental analysis [44]. Jayatilaka et al. suggest
that anti-phishing education, training, and awareness should be
tailored to address the diversity and complexity of how individuals
respond to phishing attempts. Their findings indicate that people
exhibit varied difficulties: some struggle to identify the legitimacy
of emails, others have trouble validating emails, and some fail to
take safe actions even after correctly judging an email’s legitimacy.
Therefore, a one-size-fits-all approach is insufficient [40].

2.4 AI Systems and Inaccuracies
Inaccuracies are inevitable in any automated system [53], and an
automated email guidance system is no exception. The accuracy
and results can vary based on factors such as the training data,
model selection, and feature set [18, 35, 46]. Our focus was pri-
marily on two types of errors: incorrectly parsed information and
misclassification of phishing or benign emails. The former is when
details such as the organization, URL, or organization name may be
misinterpreted [11]. The second error occurs in the classification
of the email, where the system assigns a likelihood of the email
being safe or malicious [1, 35, 46]. While a false positive (classify-
ing a safe email as phishing) may lead to minor inconveniences, a
false negative (classifying a phishing email as safe) poses serious
risks. Despite the prevalence of automated systems that offer ban-
ner warnings, browser alerts, or URL advisories, previous research
has not extensively explored the effects of incorrect classifications
on user behaviour and decision-making. Our contribution lies in
evaluating not only the effectiveness of the guidance but also the
feedback from users when exposed to errors, providing insight into
the long-term viability of such systems.

For a user guidance system to be effective over time, it is cru-
cial that users have confidence in the system. This confidence is
directly influenced by the quality and accuracy of the information
provided. If the guidance frequently contains errors or inconsis-
tencies, users will likely lose trust in its reliability, undermining
its effectiveness [2, 22]. Rechkemmer and Yin [66] found that an
individual’s belief in a model’s predictions is significantly influ-
enced by the model’s confidence in the predictions and that the
model’s actual performance metrics, such as accuracy, have a strong
impact on how often people follow the model and trust it overall.
Furthermore, Zhang et al. [96] found that providing confidence
scores helps users calibrate their trust in an AI model. They argue
that the improvement of AI-assisted decision-making also depends
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on whether humans can contribute unique knowledge to comple-
ment the AI’s errors. In our study, we explore these implications
by incorporating several key elements in the guidance report, such
as likelihood percentages of scam classification and supporting evi-
dence for the classification. These features were designed to help
users evaluate the credibility of an email, and apply their external
knowledge and instincts to make their final decision.

3 REPORT STRUCTURE
A key goal of this study is to explore how humans can be as-
sisted with automated solutions such as AI-driven technologies.
Phishing is a good possible candidate for such AI-assisted decision-
making [80, 96] because there are some factual information in
emails that computers are better able to reason about (e.g., inspect-
ing the sender domain) while some other information could be
captured by humans easily (e.g., the visual cues in an email). The
report design is based on an effort to support this collaboration.

Phishing emails have multiple characteristics or features, some
of which are readily apparent to users, while others are more subtle
or hidden. Visible features include elements like the “from" address,
while subtler features include the destination of embedded links,
which can be harder to discern. Additionally, some aspects, such as
DMARC and DKIM cryptographic signatures, are effectively invisi-
ble to the average user. Similarly, there is contextual information in
the emails available to the user that the computer is unaware such
as what bank they use, what a normal email looks like from their
organization, or if they are expecting a package. Correctly judging
if an email is phishing or not requires knowledge about a range of
features, contextual information, and possible scams the email could
be. Phishing emails are sometimes deliberately crafted to appear
differently to human users and automated systems. For example,
Figure 1 shows an email designed to mislead both parties: it displays
as a Starbucks email to the user but includes white-on-white text
meant to deceive email filters into thinking it is about Greek food.
Computers struggle to identify all phishing attempts partly because
they lack some of the relevant information that is easily accessible
to users. For instance, in Figure 1, a user might perceive the email
as originating from a legitimate Starbucks-contracted survey but a
computer will fail to understand what the user perceives.

3.1 Report Concept
The tested report is based on the concept of human-AI collaboration,
which leverages the complementary strengths of both humans and
artificial intelligence to tackle tasks that might be difficult for either
to handle independently. The idea is that when a user encounters
a potentially suspicious message and is uncertain about its safety.
Instead of making a decision based solely on their judgment or
curiosity [88], the user can request the system to generate a report
to help them decide. The AI system then automatically analyses
the email, detects specific cues about the email and produces a
recommendation based on those facts. Such facts would be based
on contextual features that emulate expert analysis rather than the
usual technical indicators based on blacklists and authentication
signatures. Ideally, the AI’s capabilities would be 100% accurate,
ensuring that every recommendation is completely reliable. How-
ever, given the adversarial nature of phishing, there will be cases of

inaccuracy. However, due to the ever-evolving adversarial nature
of phishing attacks and the probabilistic nature of many AI models,
achieving perfect accuracy is challenging.

3.2 Report Design
The report used in the study (Figure 2b) is a simple implementation
of the idea of showing users information about a phishing email and
advice based on that information. It features 4 boxes which contain
automatically extracted information about the potential phishing
email and a large box at the bottom that advises if the email is likely
safe or a scam. If it is likely a scam, then the type of scam is explained.
We chose to provide users with an email classification likelihood,
along with extracted information to support this classification, in
order to enhance their understanding of the report. Wang et al. [90]
examined AI-assisted decision-making systems and identified three
key properties that effective explanations should satisfy: improving
understanding of the AI model, recognizing model uncertainty,
and fostering calibrated trust. Their findings highlight that the
effectiveness of explanations varies with users’ domain expertise,
implying that for a general audience, suggesting that explanations
for a general audience should prioritize simplicity and clarity.

The report starts with a statement that it is automatically gener-
ated to make it clear that the information should be treated as if
a computer generated it without human review. Next, four boxes
show: who the email claims to be from, the action(s) the user is
being asked to take, the domain of the from address, and the destina-
tion of links in the email. The information was selected to represent
the information used by most expert and non-expert users to scru-
tinize an email [65, 91, 93]. In one case, we used the subject line as
evidence rather than the sender domain, which was spoofed, as it
was stronger evidence for its classification. The sender domain and
link destination information also provide comparison information
to highlight expectation violations. For instance, in Figure 2b the
email claims to be from the <Blinded> University but the sender
domain is not a University domain. Finally, the report provides
a high-level classification of the email as ‘Safe’ or a likely ‘Scam’
along with a confidence score. This part of the report provides a
probabilistic assessment of the email’s safety based on the extracted
information. If the email is detected as a scam, it also provides a
short explanation of the most likely scam, as these details can im-
prove confidence in the system and also teach the user for future
instances. In case the email is classified as ‘Safe’, we reassure the
user that the email is safe to interact with, while also providing a
resource for further assistance if they remain uncertain.

The concept behind the automated report is that AI can be used
to automatically detect critical information in an email, such as who
the email claims to be from, what it wants the user to do, sender
information, and link domains. For a benign email, there is typically
internal consistency between such information. A legitimate email
from a bank will have a bank domain in the sender’s address and
will direct links to official bank URLs. In contrast, Figure 1 illus-
trates a scenario where such consistency is not present. The report’s
structure was designed based on key features of emails that could
potentially be automatically extracted from an email but may have
some degree of error. For example, extracting the sender address
from an email is easy. The email in Figure 2a claims to be from the IT
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(a) Phishing email impersonating Starbucks using an image. (b) Wordcloud of the email text.

Figure 1: An example of a phishing email where an image is used to convey one meaning to the human and white-on-white
text conveys a different meaning to the computer. The use of a Gmail from address is a clear indication that this email is not
from Starbucks.

(a) A sample phishing email from the dataset used.

Automated Analysis

Scammers impersonate support teams, sending 
fake inbox-related emails to trick recipients 

into giving login information. Do not click the 
link; verify through your account directly.

The following information was extracted automatically: 

Email claims to be from

<Blinded>

University

The sender domain is 
bondeventplanning.com. 

This is not a university 
domain.

The link domain is 
tfpl.com.sa . 


This is not a university 
domain.

Sender domain



If the above extracted information is correct, 
then this email is  likely to be:

97%

EMAIL-RELATED SCAM

Link destination



Email wants you to

Click

(b) Perfect report - Tailored to the specific email.

Figure 2: The two types of reports used in the experiments. (1) Control report consisting of generic advice (2) Perfect condition
report, tailored to the specific email. The Realistic condition report has the same template with a different analysis.
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support team at <Blinded>University, but that information is not ob-
vious from the email address e.laskaridou@bondeventplanning.com
alone.

The selection of features included in our hypothetical report was
based on a combination of experience, insights from interviews
with IT staff, and existing literature in the field [62, 69, 79, 86]. Two
common questions users are encouraged to consider when they
suspect an email is who it is from (sender domain and organization
name) and if they were expecting it (the main topic of the email) [79,
91]. Our choice of features was influenced by this practical guidance
and supported by related work in the literature.

To ensure that such a report is technically possible to create, a
master’s student conducted a prior study that explored automati-
cally extracting phishing indicators from an email and presenting
them to users in a browser-based email interface [81]. They found
indicators similar to the ones in this study to be possible to extract
automatically. They also conducted a pilot study with 22 partic-
ipants to see if their report would help people judge emails and
found that users showed increased precision and confidence in
detecting phishing attempts, suggesting the potential of automated
user assistance to reduce human error in email security [82].

4 STUDY DESIGN
We conducted an online survey using the Prolific platform2. The ex-
periment examined howdifferent types of guidance reports (Control,
Perfect report, and Realistic report) influenced participants’
ability to determine whether an email was phishing or not. Initially,
all participants reviewed the same set of 10 emails, 4 of which were
phishing, without any assistance. Following this first round, par-
ticipants were randomly assigned to one of the three conditions,
where they received in-situ support to assist them. They were then
asked to evaluate another set of 10 emails, which again included 4
phishing emails, using the provided support.

4.1 Three conditions - Report Type
The three report conditions varied in terms of the type of informa-
tion displayed and the level of accuracy provided to the participants.

(1) Control condition: The standard guidance on avoiding phish-
ing scams (as depicted in Figure 3) was taken from <Blinded>
University in the UK, with some modifications. The partici-
pants were shown the same guidance alongside all emails.
This report design matches common guidance given to users
by organizations [59].

(2) Perfect condition: This condition assesses the impact of an
ideal, error-free system. It provides an automated analysis
report (Section 3 and Figure 2b) specific to each email. The
report presents information extracted from the email (such
as from address, actions, sender domain, and destination
of links) using automated methods like AI. It also provides
the most likely underlying scam based on that information
(along with a likelihood score), or if the email is likely safe,
it states that. We call this the Perfect condition, where the
extracted information, analysis, and accuracy percentage
displayed are all correct and reliable.

2https://www.prolific.com/

Guidance on email scams

 Never share your password; legitimate 
support will never ask for it.

 Be suspicious of offers or deals that seem too 
good to be true.

 Verify if you bought anything from the 
company contacting you or are expecting a 
delivery.

 Never click on links or open attachments in 
suspicious emails.

 Check with the sender before opening 
documents from shared stores like Dropbox.

 Avoid joining mailing lists or subscribing to 
unknown services.

 Don't use your work email for personal 
purposes.

 Use different usernames and passwords for 
different accounts. 

These emails aim to steal usernames, passwords, bank 
details, or infect systems with malware. Disguised as 
legitimate messages, they encourage recipients to click 
links or open attachments.

Work and personal email accounts are 
susceptible, but there are some simple steps you 
can take to protect yourself and the University: 



Protect yourself

Figure 3: Control report - Guidance provided by <Blinded>
university.

(3) Realistic condition: The report in this condition is similar
in structure to the Perfect condition, but the information
provided consisted of errors and the likelihood scores were
lower. It is important to note that the participants in this con-
dition were not misled; all facts presented in the reports were
real and extracted from the emails. The likely classification
section explicitly conveyed uncertainty with phrases like
“most likely” and below-100% confidence scores, ensuring
participants understood these as predictions, not definitive
statements.

4.2 Why is the Realistic condition realistic?
The realistic condition is defined as such because the errors we
incorporate—misclassification, parsing errors, and low confidence
scores—reflect common challenges in real-world AI applications,
particularly phishing detection [7]. Misclassification occurs due to
the probabilistic nature of AI models, where predictions are based
on the likelihood of an instance belonging to a specific class. Attack-
ers exploit this by crafting phishing emails that closely resemble
legitimate communications, using similar language, branding, and
structure. As a result, misclassification is a frequent issue [25, 35, 46,
70]. Despite advancements in detection algorithms [1, 46], no sys-
tem can achieve 100% accuracy, inevitably leading to false positives
and negatives. Additionally, low confidence scores are an inherent

https://www.prolific.com/
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outcome of probabilistic models, particularly when dealing with
ambiguous or previously unseen inputs.

The obfuscation techniques used by attackers can also lead to
parsing errors [69, 70], which is why we incorporate this type of
error. For instance, a common challenge is extracting the correct
sender organization name, as attackers often include multiple or-
ganization names in their emails, frequently resulting in incorrect
identification [71]. Similarly, techniques such as white-on-white
text, as shown in Figure 1, introduce noise that complicates parsing
and analysis [31]. Hence, the AI errors we simulate in our reports
reflect common challenges in phishing detection; however, their ex-
act frequency can only be determined through system deployment
and observation.

4.3 Participant Recruitment
We utilized Prolific’s screening feature to limit study visibility to
participants proficient in English, had completed more than 50
prior submissions, had an approval rate of equal or more than
90%, and were based in the United Kingdom (UK). Phishing email
judgements are often highly contextual and require region-specific
knowledge, such as recognizing HMRC as the tax authority in the
UK or knowing that UK website URLs typically end with a ‘.uk’.

The advertisement was for an “automated email guidance tool”
and stated that users would be asked to read 20 emails and perform
in-survey actions. The estimated study length was 25 minutes with
a compensation of £3.75. Participants were excluded if they did
not complete the survey, or revoked their consent. If participants
had multiple submissions we kept the first complete response. We
also excluded responses not recorded due to technical errors, for
which participants received partial compensation and those who
answered factual questions about the instructions incorrectly. After
eliminating 25 incomplete and invalid responses, our final dataset
consisted of 489 participants. The survey took an average of 19.84
minutes to complete, with a median of 17.26 minutes. A post-hoc
power analysis confirmed that the sample sizes were sufficient
to ensure a robust evaluation of differences between the groups,
reducing the likelihood of Type II errors.

4.4 Study Protocol
The study is a between-subjects design with measurements done
before guidance was given (round 1) and while guidance was visible
(round 2). The study was administered using Qualtrics3 and the
participants were recruited from Prolific. The study was reviewed
and approved through our institution’s Research Ethics Process. A
full version of the survey is available in supplementary material.

Instructions. Participants were first asked to read and agree
to a consent form and were then provided instructions explaining
that they would need to differentiate between scam and legitimate
emails. The emails were modified to be sent to “Emily Morrison,” a
student at a <Blinded> university and specific details such as the uni-
versity name and Emily’s email address were provided. Participants
were then asked what Emily’s university name and email address
were to ensure they understood the information. The “Emily" char-
acter is used because emails are highly contextual. While none

3https://www.qualtrics.com/

of the emails presented relied on the user knowing details about
Emily, some of the legitimate emails might appear suspicious if the
intended recipient is unknown.

Participants were informed that they would be presented with 10
emails, some of which would be scams. They were asked to assess
the likelihood that each email is a scam or legitimate based on
the content and primary links provided in the screenshots. It was
made clear to participants that it was not necessary to use external
sources such as Google to complete the tasks.

Round 1. All participants in Round 1 were shown the same
10 emails in randomized order. For each email, participants were
shown a screenshot of the email and asked two questions: if it is
a scam (no, yes) and their confidence in their answer (‘Not at all
confident’ to ‘Extremely confident’, 5-point Likert). A benign email
in the set was designed as an attention check and asked participants
to select “Moderately confident”, hence confidence scores are based
on 9 emails in round 1.

Report Explanation. Participants were randomly assigned to
one of the three conditions and given slightly different instructions
depending on their condition. They were informed that they would
again be presented with 10 emails, some of which were malicious.
They were shown a short use case comic showing a person looking
at a suspicious email and clicking a button to get guidance. The
Control condition was told that the guidance was from the Univer-
sity. The Perfect and Realistic conditions stated that the report
contained an analysis generated by an AI model specific to the
email.

Round 2. Similar to Round 1, participants were shown 10 emails
in randomized order, 4 of whichweremalicious. For each email, they
were shown a screenshot of the email and the associated report.
Control participants always saw the same set of guidance (Fig-
ure 3), while the other two conditions had reports that were unique
to each email (similar to Figure 2b). Participants were asked three
questions: if it was a scam, their confidence in their answer, and
which part of the report/guidance helped them most when answer-
ing. Note that due to an error, one of the phishing emails was not
correctly displayed to a percentage of the participants. Out of an
abundance of caution, we removed the email judgement from the
dataset, so Round 2 data is computed out of 9 emails even though
10 were shown.

Concluding Questions. The System Usability Scale (SUS) [13]
is a widely recognized general tool for assessing the usability of a
product or service consisting of a ten-item questionnaire. First, we
asked SUS questions by replacing the word ‘system’ with the word
‘report’ in the scale to avoid participant confusion. We also asked if
they thought such a tool would improve email security, confidence
with the report compared to without it, self-report ability to iden-
tify report inaccuracies, if they would recommend such a report
to a friend, and invited optional feedback on how to improve the
report in a free text box. For demographics, we asked participants
their age, gender, and IT or security work experience. Finally, we
asked about their security practices using the proactive awareness
sub-scale of the Security Behavior Intentions Scale (SeBIS) [30].
This sub-scale assesses the participants’ proactive awareness of
their online browsing habits. The questions aim to measure how

https://www.qualtrics.com/
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frequently individuals engage in security-conscious behaviours,
such as verifying the destination of links before clicking, recogniz-
ing secure website indicators, and taking action upon discovering
security issues.

4.5 Emails Presented
During the study, participants viewed 20 emails in two sets of 10.
In each set, 6 emails were benign (safe) and 4 were phishing emails.
All emails were based on real and phishing emails sent to <Blinded>
University inboxes of Informatics students and staff. Some phishing
emails were also based on emails found in the Nazario Phishing
Dataset [61], a publicly available collection of hand-screened phish-
ing messages by Jose Nazario.

We selected phishing emails based on the ‘Factors of Phishing
Sophistication’ scale proposed by Kersten et al. [45]. This scale
defines four factors of phishing sophistication that directly influ-
ence the believability of a phishing email: Technical (T), Contextual
(C), Language and Tone (Lg), and Layout (Ly). Each phishing email
in each round was designed to be sophisticated in one factor. The
Technical (T) factor focuses on technical elements in the email, such
as the sender’s name, domain, and links. Contextual (C) factor looks
at how well the phishing email’s pretext aligns with the target’s
specific situation. The Language and Tone (Lg) factor examines
the appropriateness of the language and tone used in the email
in relation to the target, while Layout (Ly) evaluates how closely
the email’s visual presentation resembles what the target would
expect from a legitimate message. This scale was used to ensure
both rounds (without and with guidance) presented participants
with similar phishing emails. This approach ensured a fair compar-
ison, avoiding any imbalance between easier and harder-to-detect
phishing emails across the rounds.

Once we selected the emails, we manually edited the files to
remove any personally identifying information and changed refer-
ences to people, but kept the original links from the emails. We then
captured images of the edited emails for the survey. In all email
images, the target of the main hyperlink (the one intended to be
clicked on) was shown at the bottom of the image in the status bar
and indicated by the hovering pointer, as shown in Figure 2a.

5 RESULTS AND ANALYSIS
5.1 Participant Demographics
Demographics were drawn from Prolific-provided data and the
Qualtrics survey. Table 1 shows the demographics distribution of
our participants. 254 participants (51.94%) identified as female, 219
(44.79%) as male, 2 (0.41%) preferred not to disclose their gender, and
14 participants (2.86%) did not allow demographic data to be down-
loaded from Prolific. A chi-square test of independence showed
no significant association between gender and report conditions,
𝜒2 (6, 𝑁 = 489) = 6.999, 𝑝 = 0.32. In terms of age, the oldest partici-
pant was 80 years old, and the youngest was 18, with an average
participant age of approximately 40. Age data for 14 participants
was unavailable from Prolific. An ANOVA test shows no statisti-
cally significant difference in age distribution across the different
conditions (𝐹 = 0.63, 𝑝 = 0.53). When asked about their work ex-
perience and education related to Information Technology (IT) or

computer security, 49.90% of the participants indicated no experi-
ence, 30.06% reported ‘A little’, and 20.04% indicated that they had
experience. There was no significant association between technol-
ogy experience and the conditions, 𝜒2 (4, 𝑁 = 489) = 8.35, 𝑝 = 0.08.
The SeBIS proactive awareness subscale [30] had a mean of 20.30
out of a possible 25, and a standard deviation of 3.03, with scores
ranging from a minimum of 9 to a maximum of 25. An ANOVA
test showed no significant difference in proactive awareness scores
across the conditions, 𝐹 (2, 𝑁 = 489) = 2.12, 𝑝 = 0.12. We assessed
data normality using the Shapiro-Wilk test [75] and evaluated the
homogeneity of variance through box plots and Levene’s test [37].

Table 1: Demographic information: participant age, gender,
experience or education in information technology or com-
puter security.

Demographics Distribution

Gender
Male 219 (44.78%)
Female 254 (51.94%)
Not Available 16 (3.27%)

Age
< 18 0 (0%)
18 − 24 52 (10.63%)
25 − 34 141 (28.83%)
35 − 44 129 (26.38%)
45 − 54 70 (14.31%)
55+ 83 (16.97%)
Not Available 14 (2.86%)

Technology Experience
Yes 98 (20.04%)
A Little 147 (30.06%)
No 244 (49.90%)

5.2 Impact of Guidance
RQ1 examines how real-time guidance affects users’ accuracy and
confidence in identifying phishing emails. Participants answered
questions in round 1 (R1) without guidance and in round 2 (R2) with
guidance. The independent variable is the stage (R1 vs. R2), and the
dependent variables are accuracy and confidence. Accuracy was
measured by asking whether each email was a scam (Yes/No), and
confidence was rated on a five-point confidence Likert scale. Since
the data was non-parametric, as shown by the Shapiro-Wilk test, a
Wilcoxon Signed-Rank Test [23] was used to analyze changes in
accuracy and confidence between R1 and R2. Table 2 summarizes
the scores by condition and round.

Analysis of Accuracy Scores: The accuracy score for each partici-
pant per round was calculated as the mean of correct judgments,
producing a value between 0 and 1. The mean accuracy score for all
participants across the three conditions increased from 0.78without
guidance to 0.84 with guidance (Table 2), which was a statistically
significant change (𝑊 = 35183.5, 𝑝 < 0.001). Furthermore, we
used a one-sided Wilcoxon test to check for improvements in each
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condition. The Perfect condition showed the most statistically sig-
nificant improvement, with mean accuracy increasing from 0.78 to
0.93 (𝑝 < 0.001). The Control condition showed a smaller improve-
ment from 0.79 to 0.83, which was also significant (𝑝 = 0.0131) In
contrast, the test for the Realistic condition shows no statistically
significant improvement (𝑝 = 0.6057) as the accuracy was similar
in both stages (0.78).

Analysis of Confidence Scores: The confidence score for each par-
ticipant was computed by taking a mean of their responses to the
five-point confidence Likert scale, where 5 indicated “Extremely
confident" and 1 indicated “Not at all confident." The mean confi-
dence score for all participants across the three conditions increased
from 3.60 without guidance to 3.83 with guidance, which was a
statistically significant change (𝑊 = 24205.0, 𝑝 < 0.001). Again,
we used a one-sided Wilcoxon test to test for improvements in
confidence scores in each condition. The Perfect condition saw
a statistically significant improvement (𝑝 < 0.001) of mean con-
fidence from 3.60 to 4.11. For the Realistic group although the
accuracy did not change, there was a statistically significant im-
provement in confidence from 3.52 to 3.74 (𝑝 < 0.001). In contrast,
the Control condition showed no significant improvement in con-
fidence scores (𝑝 = 0.8401), and in fact, there was a slight decrease
in mean confidence (3.68 to 3.64).

The results indicate that having a tailored report with relevant
advice based on specific emails significantly improved participants’
performance. A closer analysis of the data revealed that 265 out
of 489 participants improved their accuracy in the second round,
while 313 participants demonstrated increased confidence. Such
improvements in a real-world organization could greatly reduce
security risks by enhancing employees’ ability to detect phishing
attempts. Furthermore, the increase in confidence could lead to
higher reporting rates, fostering a more proactive security culture.

Table 2: Descriptive statistics (mean (M) and standard devi-
ation (SD)) for accuracy and confidence scores by condition
(Overall, Control, Perfect, Realistic) and stages; without guid-
ance (R1) and with guidance (R2). Accuracy scores are on a
0 − 1 scale and confidence score are on 1 − 5 scale.

Condition Stage 𝑀𝑎𝑐𝑐 𝑆𝐷𝑎𝑐𝑐 𝑀𝑐𝑜𝑛𝑓 𝑆𝐷𝑐𝑜𝑛𝑓

Overall R1 0.78 0.13 3.60 0.59
R2 0.84 0.14 3.83 0.62

Control
R1 0.79 0.14 3.68 0.59
R2 0.83 0.15 3.64 0.63

Perfect
R1 0.78 0.13 3.60 0.60
R2 0.93 0.10 4.11 0.58

Realistic
R1 0.78 0.12 3.52 0.57
R2 0.78 0.12 3.74 0.55

5.3 R2 & RQ3: Impact of Types of Guidance
To study the impact of the three report conditions (Control, Perfect,
and Realistic), we compare the change in accuracy (Δ𝑎𝑐𝑐) and
confidence (Δ𝑐𝑜𝑛𝑓 ) between the three conditions. We first calculate

(a) Changes in accuracy scores from round 1 to round 2.

(b) Changes in confidence scores from round 1 to round 2.

Figure 4: Changes in accuracy/confidence scores in different
rounds

the difference between the average Round 2 and Round 1 score
per participant for both accuracy and confidence and then use a
one-way analysis of variance test (or one-way ANOVA) [54], which
resulted in a statistically significant difference for both accuracy
(𝑝 < 0.0001) and confidence (𝑝 < 0.0001). We performed a post-
hoc analysis between all three conditions using Tukey’s honestly
significant difference test (Tukey’s HSD). All three pairs showed
significant differences in confidence change (𝑝 < 0.001). Accuracy
change was statistically significant between Control-Perfect con-
ditions (𝑝 < 0.001) and Perfect-Realistic conditions (𝑝 < 0.001).
However, there was no significant difference between the Control-
Realistic conditions (𝑝 = 0.0795), indicating similarities in the
impact of generic guidance and imperfect guidance.

In terms of accuracy change, the Perfect condition showed the
largest improvement (𝑀Δ𝑎𝑐𝑐 = 0.153), while Control showed a
small improvement (𝑀Δ𝑎𝑐𝑐 = 0.036), and Realistic resulted in
virtually no change (𝑀Δ𝑎𝑐𝑐 = 0.001). For change in confidence, the
Perfect condition shows the most substantial increase (𝑀Δ𝑐𝑜𝑛𝑓 =

0.504) compared to the smaller increases in Realistic (𝑀Δ𝑐𝑜𝑛𝑓 =

0.220) and a slight decrease in Control (𝑀Δ𝑐𝑜𝑛𝑓 = −0.033). This
suggests that participants felt significantly more confident when
provided with perfect guidance. The Perfect condition outper-
forms both Control and Realistic in both accuracy and confi-
dence improvements, with statistically significant differences ob-
served between Control-Perfect and Perfect-Realistic condi-
tions, but no significant difference in accuracy between Control
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and Realistic conditions. Overall, the findings suggest that the
Perfect condition is most effective in enhancing both accuracy
and confidence.

Table 3: Mean (M) and Standard Deviation (SD) of Accuracy
and Confidence changes across the three conditions. Mean
accuracy change ranges from 0 − 1 and mean confidence
change ranges from 1 − 5.

Condition 𝑀Δ𝑎𝑐𝑐 𝑆𝐷Δ𝑎𝑐𝑐 𝑀Δ𝑐𝑜𝑛𝑓 𝑆𝐷Δ𝑐𝑜𝑛𝑓

Control 0.04 0.15 -0.03 0.38
Perfect 0.15 0.15 0.50 0.48
Realistic 0.00 0.13 0.22 0.41

An in-depth analysis of accuracy in Round 2 (with guidance)
showed that Perfect condition had a mean accuracy of 93.1% and
a median of 100%, 93/160 participants in this condition correctly an-
swered all emails. In contrast, Realistic had a mean of 78.3% with
only 10/166 answering all emails correctly and Control had a mean
of 82.9% with 35/163 answering all emails correctly. In R1, partici-
pants had more trouble with benign emails (74.2% correctly judged)
than phishing emails (84.8% correct). In R2 Control (benign=78.4%,
phish=88.5%) continued this trend, but Realistic (benign=80.1%,
phish=75.9%) does better on benign than phishing and Perfect
(benign=93.0%, phish=93.4%) saw nearly identical scores for phish-
ing and benign. This suggests that having a contextual report, even
an inaccurate one, helped people better make decisions about safe
emails.

Confidence follows a somewhat similar pattern. In R1, in only
54.1% of email judgements did the participant indicate they were
“Extremely” or “Very” confident indicating high confidence. Similar
to accuracy, they had higher confidence on phishing emails (59.8%)
than benign emails (50.3%). In R2, the Perfect condition marked
75.4% of judgements as high confidence. By comparison, Control
saw limited improvement with only 56.2% marked as high confi-
dence and Realistic saw only limited improvement with 61.2%
marked as high confidence. Seeing tailored reports did increase
confidence compared to generic guidance.

Participants’ confidence partially aligned with their accuracy.
In R1, participants who accurately judged the email showed high
confidence in 57.6% of the cases. Conversely, they indicated high
confidence in 41.3% of the incorrectly judged cases. This suggests
that they performed better than guessing, but their confidence
was not a strong indicator of accuracy. In R2, again the Perfect
condition did the best with 77.8% of the correct judgements having
high confidence and 42.9% of incorrect judgements indicating high
accuracy. Realistic saw marginal improvement over R1 (66.2%
of correct, 43.1% of incorrect) and Control marked their incorrect
judgements with the lowest confidence (60.9% of correct, 33.5% of
incorrect). Overall, confidence in judgments was not particularly
high, even when participants were provided with accurate reports
and suggestions. This indicates that participants are aware that such
reports may not always be accurate, leading them to not always be
confident in their responses.

5.4 Impact of different parts of the report on
participants’ decisions

In R2 after participants judged each email, they were asked what
part of the guidance (Control) or report (Perfect, Realistic)
most helped when making their decision. In the Control group,
the most common response was “I did not use the report to de-
cide” (454 out of 1467 responses), with participants particularly
disregarding the report for benign emails (3 out 5 emails). For phish-
ing emails, participants frequently selected “Never click on links
or open attachments in suspicious emails.” In the Perfect group,
“Sender Domain" was the most common response (516 out of 1440
responses) and for six out of nine emails. This was also the most
commonly selected choice for benign emails (3 out of 6 emails). For
phishing emails, participants commonly selected “Link destination”.
The Realistic group had the most frequent response, “All of the
above" (518 out of 1494 responses), although “Sender Domain” was
the most common choice for five emails, including phishing emails.
For benign emails, “All of the above” was the most selected. The
report format provided goes beyond simply displaying the sender
domain, it also emphasizes whether the domain matches the ex-
tracted organization name (“Email claims to be from”). Notably, the
source of the email plays a significant role in influencing users’
decisions. For both Realistic and Perfect groups, this was a
common choice, especially for phishing emails. This is probably
because the discrepancies between the sender’s domain and the
claimed organization are strong indicators of fraud.

In the Realistic group, there was a tendency to use a holistic
approach, with “All of the above" being the most common choice
for half of the emails, especially in the benign emails. In contrast,
the Control group demonstrates a high level of disengagement,
with participants frequently selecting “I did not use the report to
decide," particularly for benign emails (4 out of 6). This suggests that
participants in the Control group have relied more on their own
judgment rather than the report, which was the same generic advice
given for every email. The Perfect group consistently relied on
“Sender Domain" across most emails, highlighting the importance
of this specific cue in their decision-making.

5.5 Impact of Inaccuracies: Two emails under
scrutiny

For the Realistic condition, we created reports that simulated
common errors made by AI systems (4.2). This included instances
where phishing emails were incorrectly classified as safe, and be-
nign emails as phishing. This reflects the probabilistic nature of
AI. We provided supporting evidence, such as incorrectly parsed
link destinations and low likelihood percentages. This allowed us
to study the impact of imperfect guidance on user performance.
Table 4 shows the percentage of participants who identified the
email correctly as phishing (P) or benign (B) in Round 2. Emails
whose reports contained inaccurate guidance in Realistic condi-
tion are marked by bold and an ‘I’, along with the induced error.
We now discuss in detail two emails that showed very interesting
response patterns across the groups. The response patterns for all
of the inaccurate reports are detailed in Appendix 7.
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Table 4: Percentage of participants who identified the email correctly as phishing (P) or benign (B) in Round 2. The inaccurate
guidance in the Realistic condition is marked by bold and an (I). Email presentation order was randomized, numbers are for
easy reference.

P/B Control (%) Perfect (%) Realistic (%)

R2_1 P 66.87 81.88 33.13 (I: Action, Recommendation)
R2_2 P 91.41 95.63 96.99 (I: Link destination)
R2_3 P 98.16 98.75 96.39
R2_4 P 97.55 97.50 77.11 (I: Recommendation)
R2_6 B 87.73 97.50 96.99
R2_7 B 80.37 96.25 93.98
R2_8 B 85.28 96.25 90.96 (I: Recommendation correct but % low)
R2_9 B 88.34 96.88 96.39
R2_10 B 50.31 78.13 22.2 (I: Recommendation)

Figure 5: The PayPal email that was shown to participants in
round 2 (R2_1). The sender domain is visible in the header
and the URL is shown at the bottom.

R2 Email 1: High-Technology Phishing Email. The first email
(Figure 5) was designed to be technically sophisticated but low
in contextual, linguistic, and layout cues, following the phishing
sophistication scale. It appeared to be from PayPal, with a valid
sender domain (‘paypal.co.uk’) and a button linked to a non-existent
page at ‘paypal.com,’ a valid PayPal domain. The trick was the link
leading nowhere, prompting the recipient to call a phone number.
This email is a good example of where an AI might realistically
make an error. The Realistic report erroneously detected the

intended action to be ‘click’ and consequently marked the email
safe because a user clicking on the links would indeed be safe.
However, since the linked page does not exist, a user is likely to
then call the phone number which is not safe. For balance, a similar
email claiming to be from WeTransfer was also shown in R1 with
only 68.3% of participants correctly detecting it.

The subtlety of the phone number vs link destination is likely
what made this email the second most challenging in round 2 for all
conditions. This is an example of a phishing attack which closely
mimics or sometimes is even legitimately sent by a real service
and the phishing attack is in the message itself rather than the
sender or links. The Realistic condition was clearly impacted by
the incorrect report with only 33.1% correctly judging the email.
Even the Perfect condition who had good guidance only correctly
answered 81.9% of the time. Those who were correct indicated
that the classification of scam impacted their decision, while those
who were wrong often indicated the destination of the link. The
Control condition with generic guidance only answered 66.9%
correctly and when asked what most impacted their answer they
indicated the generic guidance to “verify if you bought anything
from the company contacting you or are expecting a delivery”.

R2 Email 10: Benign Email about an Internship Opportunity.
This was a benign email from Standard Life Investments about a
summer internship (Figure 6). The sender domain was within the
university and the link was a shortened URL (bit.ly). Although the
email was sent from an internal university account, this email had
the lowest performance in all three report conditions. This email
is a good example of a well-meaning benign email that happens
to have many features associated with phishing such as: being
from an unfamiliar sender, using a bit.ly link, talking about an
opportunity, and including lots of €-symbols in the bullet points. It
is important to remember that not all email writers are trained in
writing genuine-looking emails. Groups, such as students, that are
seeking job opportunities have an earnest need to evaluate such
offers rather than delete them “just in case”. Consequently, this type
of email is particularly challenging.

50.31% of the Control group correctly identified the email as
safe, most of whom said they did not use the generic guidance to
make this choice. On the other hand, most of those who identified
it as phishing cited the guidance to ‘Never click on links or open
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Figure 6: The internship email that was shown to participants
in round 2 (R2_10). The sender domain is visible in the header
and the URL is shown at the bottom.

attachments in suspicious emails’ as the reason. The Perfect group
were told this email was 95% likely to be safe. 78.13% correctly iden-
tified it as safe with the sender domain as the most commonly cited
evidence, while 21.87% classified it as phishing and mostly cited
link destination which the report identified as “NA” and unverified
as the reason. The Realistic group’s report classified the email
as a financial scam with a low percentage (65%). This was the only
difference in the reports provided to the two groups, and the ev-
idence shown was identical. However, only 22.2% of participants
correctly identified the email as safe. The most common reason
cited was the sender domain or that the participant did not use
the report (suggesting their own judgement). A large number of
participants (77.8%) followed the provided guidance and used the
link destination to identify the email as a phishing email.

Relying only on sender and URL information is not enough.
These two emails show that systems that rely heavily on sender
information and URLs are problematic. Legitimate domains often
spoofed or redirected through, could cause URL and sender-based
warning systems to fail, and users would then struggle to identify

the scam. Furthermore, shortened URLs are hard to judge as they
are commonly used legitimately but are also a common phishing
tactic. These cases highlight the need to go beyond just sender
and URL information and incorporate additional cues in phishing
guidance systems.

Will users blindly follow? In the Perfect condition, 89 partic-
ipants followed the system’s recommendations for all emails in
round 2. This indicates that users do not blindly rely on the system
even when it is accurate. In contrast, in the Realistic condition,
where the reports included errors, only 16 participants followed
the system’s recommendations for all emails. This indicates that
in the presence of errors, many users chose to deviate from the
system’s classifications, demonstrating an awareness of potential
inaccuracies and a willingness to rely on their own judgment.

Supporting evidence is important. Comparing response pat-
terns for two phishing emails in round 2, R2_1 and R2_4, reveals key
insights (Table 4). Both were misclassified as safe by the system, but
participants responded differently. In R2_1, where both the domain
and sender appeared safe, many participants trusted the system’s
recommendation. Conversely, in R2_4, despite the URL pointing to
a legitimate government domain, the suspicious sender domain led
fewer participants to follow the system’s advice. This highlights
that user decision depends not only on the classification but also
on the supporting evidence provided.

5.6 Post-survey Analysis to Understand the
Report Usage

At the end of the survey, we asked several questions aimed at
understanding the participants’ views on the report usage.

5.6.1 System Usability Scale [13]. As mentioned in Section 4.4,
we adapted the SUS by changing the word “system" to “report"
to clarify what the participant was responding to regards to for
assessing the usability of the guidances provided. The mean SUS
scores for the three conditions were Control: 52.39, Perfect: 55.38,
and Realistic: 54.49. Both Perfect and Realistic had higher
scores than Control suggesting that a structured report design is
an improvement over static guidance. That said, all the SUS scores
fall well below the benchmark of 70 recommended to judge the
interface as usable, and we will work on improving the design of
the guidances provided as part of our future work.

5.6.2 Self-reported views. When asked if the participants thought
that the tool would improve their email security, 18.81% responded
with ‘Definitely yes’ and 46.21% responded with ‘Probably yes’.
Additionally, when asked if they would recommend the tool to
a friend or colleague, 45.39% responded with ‘Probably yes’ and
15.33% responded with ‘Definitely yes’, reflecting their belief that
the tool can be a valuable asset to others as well. When surveyed,
79.4% of participants in the Perfect condition indicated that they
believed the tool would enhance their security, responding with
either “Probably” or “Definitely yes.” Furthermore, 75.6% said they
would likely recommend the tool to a friend or colleague. These re-
sults highlight the crucial role of immediate, high-quality guidance
in improving email security.
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6 DISCUSSION
Attackers are constantly developing new sophisticated phishing
emails, making them more difficult for non-expert users to detect.
Supporting users in identifying these malicious emails and links
has been a crucial area of research for many years. Most users have
access to some form of advice or guidance, typically offered by
their organizations through phishing training programs [38, 49,
76, 92] or phishing reporting systems [5, 51]. However, research
has shown that the effectiveness of phishing training diminishes
over time [9, 19], while the process of reporting and waiting for
assistance can be time-consuming, potentially causing users to act
impulsively out of curiosity [88] or urgency [17]. This leaves the
users vulnerable to phishing attacks in the critical moments when
they need immediate help, highlighting the importance of real-time
guidance. But this raises the question of what this guidance should
contain. While most organizations have standard generic guidance,
an ideal approach would be to provide tailored guidance specific to
the recipient [29, 36, 41]. An efficient way is to generate guidance
automatically to help the users in a timely manner.

There are many ways to generate phishing guidance. Due to the
growing advancements in AI (such as the large language models),
one natural choice would be to leverage AI to generate context-
specific guidance. Such AI-assisted decision-making is growing
in research and practice (e.g., [48, 80, 89]). However, a significant
downside of implementing AI-based systems for phishing guidance
is the potential impact of errors or inaccuracies in AI-generated
reports, which are inevitable given the nature of AI algorithms [7,
16]. Despite this, an AI-assisted approach still holds promise for
providing users with (in)accurate guidance, thus supporting them
to effectively detect and respond to potential phishing threats. In
our study, we examine the impact of such a hypothetical guidance
system on user phishing detection ability.

Our findings show that access to real-time guidance can signifi-
cantly improve both accuracy and confidence in phishing detection.
Even in the generic, non-tailored condition, user performance im-
proved, with 74 participants demonstrating better accuracy. This
suggests that even basic, non-personalized guidance delivered at
the moment of risk can have a positive impact on decision-making.
This could contribute to creating safer organizations by reducing
the number of phishing victims. The boost in confidence also leads
to higher reporting rates, which are crucial for proactive threat
mitigation.

6.1 Make it Relevant: The Importance of
Customized Email Guidance

The findings from our study highlight the critical difference between
customized and generic email guidance on users’ phishing detection ca-
pabilities and confidence. While the Perfect group received highly
tailored guidance for each email, the Control group received only
generic guidance, and the participants did not fare as well. The
Control group experienced a much smaller improvement in their
accuracy in making decisions. The generic guidance, similar to that
provided by many organizations, was informative but did not ad-
dress the specific characteristics of each email. As a result, users in
the Control group found it more challenging to apply the provided
guidance to specific instances, leading to confusion and reduced

effectiveness. When asked what part of the guidance they used,
many indicated: ‘I did not use the report to decide’ compared to
the other two conditions. This result is further supported by the
feedback received from the participants in this group where many
complained that the guidance was too generic; e.g., “report seemed
generic and didn’t highlight clues from the email”; or “more specific
details relevant to the email shown instead of showing the generic
points”. In Section 5.5, we show how commonly used phishing tac-
tics such as domain spoofing, redirection, and the use of shortened
URLs [4] can significantly influence users’ decisions. A system that
relies solely on domains and URLs (the Realistic group) would
fail in such cases, leading many users to fall for the phishing at-
tempt. Generic guidance could go either way, but a perfect guidance
system based not only on domains but also on incorporating other
cues in emails can significantly improve performance.

The impact of this generic guidance was evident in the partici-
pants’ perceptions of the tool’s value. When asked if they thought
the tool would improve their security, only 46.62% of participants
in the Control group responded with “Probably” or “Definitely
yes”. This response rate is significantly lower than that of the
Perfect group, suggesting that generic guidance does not inspire
the same level of confidence in users regarding their ability to pro-
tect themselves against phishing attacks. Similarly, only 44.78% of
the Control group participants indicated that they would recom-
mend the guidance to a friend or colleague. This lower recommen-
dation rate points to a perceived lack of effectiveness and relevance
in the guidance provided.

6.2 Judging Phishing Under Uncertainty:
Impact of Inaccuracies

Automated systems are not perfect, inaccuracies and errors are
inevitable. Understanding the impact of these errors is crucial. In
our study, we examined how wrongly extracted information or in-
correct email classifications affected user performance. We did this
through the Realistic condition which received guidance similar
to the Perfect condition but with intentional inaccuracies intro-
duced. While this group saw no improvement in detection accuracy,
they still experienced an improvement in confidence, much less
compared to the Perfect group. When participants were asked if
they believed the automated guidance would improve their security,
only 69.28% responded with “Probably” or “Definitely yes”. Simi-
larly, when participants were asked if they would recommend the
automated guidance to a friend or colleague, only 62.05% responded
with “Probably” or “Definitely yes”. While still a majority, these
numbers are lower than the Perfect group indicating that inaccu-
racies not only affect the user’s trust in the automated guidance
but also their willingness to advocate for its use by others.

In Section 5.5, we discuss in detail emails with “realistic” re-
ports that contain errors. The analysis shows that the accuracy of
automated email guidance systems can significantly impact user
decision-making. When such systems provide incorrect classifica-
tions, especially for common phishing tactics like spoofed domains
or shortened URLs, users are more likely to misjudge the safety of
an email, resulting in serious consequences. However, if the overall
high-level classification is correct, even when some evidence is
wrongly extracted, user performance remains largely unaffected,
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as they rely on the final recommendation. Conversely, if users
recognize that the automated guidance is presenting false or incor-
rectly extracted evidence, it can still lead to a slight reduction in
confidence. Additionally, low classification percentages, which are
typical in probabilistic AI models, tend to diminish user trust and
confidence in the system’s recommendations.

The feedback from the Realistic group participants showed
several concerns regarding the accuracy. Many participants felt that
the inconsistencies identified in the automated guidance decreased
their trust in its judgments. For instance, some users mentioned
that the automated guidance sometimes showed emails as safe even
when certain elements appeared suspicious, which created confu-
sion and reduced confidence in the guidance’s reliability, e.g.,“I
didn’t feel I could trust the report because some of the judgements it
made were not consistent”; or “...some percentages were say 55% which
didn’t fill me with much confidence”; or “Fewer inconsistencies in the
report...”. We acknowledge that the “inaccurate” guidance in the
realistic condition may have caused some frustration, confusion,
or reduced confidence in participants’ decision-making. Although
this approach was essential for studying the impact, it may have
led to confusion regarding email cues and the participants’ own
judgments. To mitigate this, we explicitly conveyed uncertainty us-
ing phrases like “most likely” and confidence scores below 100%, to
help participants understand that these are predictions rather than
definitive statements. They were encouraged to use their judgment
alongside the reports to make their final decisions. Additionally, an
analysis of their written feedback indicates that they recognized the
system’s imperfections. While some participants may have been
negatively affected, we believe that most participants understand
that computers can make mistakes, as even seemingly basic tools
like spell check often need human judgment to catch inaccuracies.

6.3 No Guidance vs Generic Guidance
One of the most notable observations from our study is that the
Control condition with generic guidance can outperform tailored
but inaccurate guidance. Interestingly, the Control condition showed
a statistically significant improvement in accuracy, while the Realistic
condition exhibited no accuracy gains. As demonstrated in Table 4,
performance on two specific emails (email 1 and email 10) where
the Realistic condition saw errors, resulted in substantially lower
accuracy compared to the other conditions. In other words, inac-
curate advice can have a disproportionately negative impact on
decision-making. Despite these two poorly performing emails (𝑅2_1
and 𝑅2_10), the performance of the Realistic condition is better
than the Control and closer to the Perfect condition in most of
the cases. This observation highlights that in instances where the
guidance system makes high-level misclassifications, even generic
guidance proves more beneficial by avoiding errors that lead users
astray.

Our findings highlight the need to rigorously evaluate and ad-
dress potential inaccuracies in automated guidance systems before
deployment. The results raise the question of whether these sys-
tems might ultimately cause more harm than benefit compared
to traditional, generic systems. To counter this, we propose im-
plementing a threshold likelihood score, below which the system
would remain inconclusive and provide generic guidance rather

than definitive classifications, reducing the risk of misclassification.
Additionally, we advocate for the development of a comprehen-
sive scam likelihood score that integrates multiple dimensions of
email analysis, moving beyond reliance on isolated factors such as
URLs. This requires an in-depth investigation into the cues IT staff
typically utilize when addressing phishing threats, ensuring the
score aligns with real-world practices and decision-making. Finally,
we suggest adopting a “safer-than-sorry” approach, where even
minimal indicators of phishing trigger scam warnings, prioritizing
user safety and minimizing potential harm. Together, these strate-
gies aim to enhance the reliability and effectiveness of automated
phishing guidance systems.

6.4 Implications of the Response Patterns
Insights from the Realistic condition highlight the importance
of evidence presented in guidance reports. For example, R2_1 and
R2_4 were both phishing emails misclassified as safe, yet partici-
pants responded differently: 77.87% considered R2_1 safe due to
its legitimate sender and URL, while only 32.89% considered R2_4
safe, as it had a suspicious sender despite a legitimate URL. This
shows that participants rely not only on classifications but also on
the supporting evidence, highlighting the need for guidance systems
to include clear explanatory information. For R2_10, a legitimate
email from an internal sender, elements like a short URL and un-
usual formatting led many participants in the generic and realistic
conditions to misclassify it as phishing, resulting in false positives
that waste organizational resources. To address this, we suggest
implementing clear formatting guidelines for organizational emails,
especially for mass communications, to avoid triggering red flags. In-
terestingly, in the Perfect condition, more participants trusted the
‘safe’ guidance for R2_10 despite the suspicious elements. Compar-
ing R2_4 and R2_10 reveals that when an email contains both safe
and suspicious elements (sender or URL), users often experience
uncertainty about how to interpret the guidance. In such cases, they
are more likely to follow the system’s recommendation, reinforcing
the importance of providing accurate and well-supported evidence
in guidance systems.

6.5 Limitations
We recruited participants for our study using Prolific, which limits
the generalizability of the results. Prolific participants are experi-
enced survey takers and have higher levels of technology use rela-
tive to the general population, which likely influenced the results.
However, recent research has shown that data collected through Pro-
lific is generally representative of questions about user perceptions
and experiences compared to other platforms [83]. Additionally, we
only allowed UK residents to participate as the contextual nature
of our emails required a certain level of knowledge about life in the
UK. This decision limits the generalizability of the results to other
countries, particularly those that may not communicate the same
way over email.

The report template used in our study was created based on our
understanding of the phishing problem and insights from prior
research on phishing education and awareness. The design was
intended to be simple and easy to understand, allowing participants
to quickly grasp the information provided; and in this study, our
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focus was on the content of the guidance. However, we did not
conduct a formal pre-study to evaluate the design before its use in
the survey. Consequently, there may have been missed opportu-
nities to improve its effectiveness and user engagement through
iterative testing and feedback. We aimed to model scenarios that
reflect plausible inaccuracies users might encounter, based on exist-
ing research and practical observations. However, we acknowledge
that real-world inaccuracies may vary in type and frequency and
are hard to replicate without actual deployment.

Another important limitation is the study’s ecological validity.
We provided email analysis alongside each email, whereas in a real
email client, such a feature would require user-initiated action, like
clicking a button. Although we used a comic to explain this scenario
in the instructions, it does not fully capture natural user interaction.
Participants may therefore have been in a different mindset than
the intended users. We used the email classification task to measure
accuracy, acknowledging its limitations [33, 73, 85]. Participants
lacked the full context of the email recipient, such as familiarity
with the sender or typical email content, which are crucial in real-
world phishing detection. Additionally, the study’s focus on email
identification as a primary task does not reflect the multitasking
environment of real-world users, where limited attention could
impact their decisions. Despite these limitations, we believe that
the insights from this study will contribute to the development of
improved systems and give readers a clear understanding of the
advantages and disadvantages of AI-assisted phishing guidance
systems.

7 CONCLUSION
Providing relevant and actionable advice to users about phishing
emails is a challenging task, especially with automation. Commonly
used banner warnings or URL-based warnings have limitations,
and the majority of guidance is generic. The emails that end-users
encounter in their inboxes have likely already passed through ad-
vanced filters and checks and would require contextual knowl-
edge that users have to make a good judgement. In this study,
we investigated the impact of real-time guidance, based on fea-
tures extracted from emails, on user performance (accuracy and
confidence) through an online survey of 489 participants. We com-
pared these results to the impact of generic guidance, similar to
that provided in many organizations. Additionally, we examined
the impact of inaccurate information presented in the reports on
user performance. By measuring user accuracy and confidence in
phishing detection with and without guidance, we found that real-
time guidance significantly improves both accuracy and confidence,
particularly in the Perfect condition where highly accurate tai-
lored advice was provided. However, inaccuracies in the guidance,
especially incorrect scam classifications, led many users to make
wrong decisions, reducing overall accuracy. In terms of confidence,
tailored reports (Perfect and Realistic) increased users’ confi-
dence, while generic guidance minimally impacted it, likely due to a
mismatch between the advice provided and the context of the email.
This work not only evaluates a novel type of user assistance sys-
tem that provides real-time contextual guidance but also pioneers
the study of how errors in automated systems impact user perfor-
mance. By examining how inaccuracies influence user behaviour,

we contribute new insights into AI-assisted decision-making in
phishing. In future work, we plan to investigate the long-term ef-
fects of such phishing guidance, particularly whether repeated use
of automated guidance leads to user education, and if using such
systems regularly would improve user knowledge and skills.
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APPENDIX
Email Response Patterns for Inaccurate Reports
R2_1: The phishing email was purportedly fromPayPal. The sender’s
address appeared as ‘paypal.co.uk’, while the link domain was ‘pay-
pal.com’. The primary tactic of the scam involved a fake link that
led nowhere, forcing recipients to call a phone number provided in
the email. The Perfect group participants were told the email was
a scam and warned about non-ASCII characters, leading 81.88% to
correctly identify it as phishing. Most cited the scam classification
in their reasoning, while those who misclassified it cited the link
destination. The Realistic group participants were told the email
was safe, with the sender address and link domain provided as proof.
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Only 33.13% identified the email as a scam, often citing the sender
domain. The remaining who classified it as safe often cited the
overall report for their decision. Wrong classification with evidence
such as spoofed domains, which are quite common, can hugely impact
user response.

R2_2: The phishing email in this case pretended to be from the
<Blinded> university’s support team, claiming the user’s password
was expiring, and hence was chosen to be contextually relevant.
Both the sender domain and link destination were flagged as exter-
nal. Email account-based phishing schemes are increasingly com-
mon due to their relevance to most users [69]. In the Perfect group,
95.63% correctly identified the email as phishing, with most point-
ing to the sender domain as the key indicator. In the Realistic
group, participants were told the email was a scam but were shown
a legitimate university domain as the link destination, but 96.99%
still identified it as phishing, again citing the sender address. Those
who misclassified the email most often relied on the overall re-
port. Wrongly parsed and shown evidence had no impact on the user
performance if the high-level classification is correct.

R2_4: The phishing email claimed to be from the Driver and Vehicle
Licensing Agency (DVLA), offering recipients a tax refund. Both the
sender domain and link destination were flagged as external. In the
Perfect group, 97.50% of participants correctly identified the email
as phishing, citing the sender domain as the key indicator, having
been shown the real sender and link domains marked as suspicious.
The email included a fake link with the domain ‘service.gov.uk’ to
mislead users. In the Realistic group, were told the email was
safe and shown the legitimate domain. This led to only 77.11%
recognizing it as phishing, again citing the sender address, while
those who misclassified it often pointed to the link destination as
their reasoning.Wrong classification with false evidence (which users
can tell is wrongly parsed) can have a small impact.

R2_8: This was a benign email from Amazon, containing a link
for recipients to track their package, which was out for delivery.
In the Perfect group, 96.25% of participants correctly identified
the email as benign, with most citing the overall report as their
reason. The Realistic group’s report classified the email as safe,
with a lower percentage of 55% compared to the perfect group (95%).
Despite this, 90.96% of participants still correctly identified it as
phishing. Those who misclassified it as a scam pointed to the high-
level classification or mentioned they did not rely on the report in
making their choice. However, participant feedback mentions that
this affected their confidence; Eg: "There’s nothing I can really think
of apart from being more certain that the email was either legit or
a scam as some percentages were say 55% which didn’t feel me with
much confidence." Low classification percentages, which are common
as ML is probabilistic, can impact user confidence in the system.

R2_10: The was a benign email from Standard Life Investments
about a summer internship, with the sender domain coming from
within the university and the link being a shortened URL (bit.ly).
This email had the lowest performance across all report conditions.
In the Perfect group, participants were informed that the email
was 95% likely to be safe, and 78.13% correctly identified it as such,
most commonly citing the sender domain as their reason. Those
who misclassified it as phishing often pointed to the unknown link

destination. In the Realistic group, the email was classified as a
financial scam with a 65% likelihood. Only 22.2% of participants
identified it as safe, often citing the sender domain or disregarding
the report. However, 77.8% followed the report and flagged the
email as phishing based on the link destination. Commonly used
obfuscation techniques, like shortened URLs, are suspicious to users.
Along with the wrong classification, this can have a huge impact on
users.
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